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INTRODUCTION

People often give instructions with pointing.|
Pointing Is Important information for
identifying objects [1], but it is difficult to
know when pointing is given.

Therefore, the robot needs to capture
the timing when the person points
(pointing frame).
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Embodied Reference Understanding Framework [2]
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PURPOSE

e GEstures unrelated to user

‘linstructions are not addressed,
which may reduce estimation accuracy.

We address this issue by improving
\[the pointing frame estimator in
previous research.

To verify the extent to which the performance of pointing frame
estimations can be enhanced through the integration of speech
data during human-robot interactions involving gestures and language.
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EXPERIMENT AND RESULT

We tested how well a model with voice information improves pointing frame estimation
IN a scenario that simulates actual human-robot communication.

Evaluation Items
Precision®Recall

F.score = 2
1 Precision + Recall

Condition

Pointing Frame Estimator [4]

Upright Posture v
User Posture _ _ 2 _ —
No upright posture and behavior other than pointing v v
S - Inside of an Image v
Placement of Reference Object — - =
Outside of an Image v v

0.800+=0.029 | 0.857x0.026 | 0.797+=0.020

Transformer

;
0.809+0.024 0.853+0.019 0.794 +=0.006
1

Speech Segment

Proposed Model MFCC

CONCLUSION AND FUTURE WORK

* Since the speech data was complex, higher-order features such as Mel-Spectrogram and MFCC may have been more effective.
* |ncorporate methods for estimating the location of objects in the environment using pointing frames [3] and robot action planning [4].

Bi-LSTM 0.702+0.034 | 0.814+0.014 | 0.761 =0.019

Transformer 0.8347+£0.015 | 0.878x0.017 | 0.822+0.015

Bi-LSTM 0.7194+0.007 0.817+=0.004 0.758 =0.009

Mel-Spectrogram Trulnr;l'm‘mcr U.Sﬁﬁ + U.U 14 U.&Sﬁ +0.003 | 0.832+0.011
' = Bi-LSTM 0.748 =0.006 0.824 4+0.004 0.766+0.010
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