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To verify the extent to which the performance of pointing frame 

estimations can be enhanced through the integration of speech 

data during human-robot interactions involving gestures and language.

Gestures unrelated to user 

instructions are not addressed, 

which may reduce estimation accuracy.

We address this issue by improving 

the pointing frame estimator in 

previous research.

Embodied Reference Understanding Framework [2]

Put this stuffed 

shark away.

Pointing Frame

People often give instructions with pointing.

Pointing is important information for 

identifying objects [1], but it is difficult to 

know when pointing is given.

Therefore, the robot needs to capture 

the timing when the person points 

(pointing frame).

• Since the speech data was complex, higher-order features such as Mel-Spectrogram and MFCC may have been more effective.

• Incorporate methods for estimating the location of objects in the environment using pointing frames [3] and robot action planning [4].
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𝐹1𝑠𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛・𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

Evaluation Items

We tested how well a model with voice information improves pointing frame estimation 

in a scenario that simulates actual human-robot communication.
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